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Problem set 1

Problem 1 Radiation of an oscillating electric dipole

In the lecture we used the electric field emitted by an oscillating dipole at position R
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We assumed that it is generated by an incoming electric field B el(kr—wt) interacting with an
electron at R. Derive this equation and compute the power emitted by the oscillating electron.

Problem 2 Distribution functions

»

Consider the gaussian probability distribution function p(z) = ﬁe_%% for some ¢ > 0 and

rz eR.

(2.a) Show that p(x) is normalized, i.e., it is indeed a probablity distribution.

(2.b) Calculate the expectation values (x?") for n € N.
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(2.c) For a € R, using the Taylor expansion of €'** and computing the expectation values (

for every order k, show the relation (¢17) = ¢~ 29%(=")

Problem 3 Cumulant expansion

Let p(x1,xo,...) be a probability distribution function for random variables z1, x5, ... and A =
A(z1,9,... an observable depending on the random variables. The expectation value of the
exponential of A can always be written in the form (e?t) = e“. Assuming (A) = 0, show that C
can be written as the Cumulant expansion C'= 3" | % with the first cumulants given by
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What does this imply if p(z1,xs,...) is close to a (multivariate) gaussian probability distribution?
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